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SUMMARY

The listed „Etablissement Ronacher“ was constructed in 1871 and is one of the most famous theatres in Vienna. In the course of an extensive renovation the old wooden truss was replaced by a modern steel construction. In expectancy of significant deformations of the auditorium ceiling with a priori unknown statics our institute was authorised by the construction management to install a monitoring system. Major goals are the real-time detection of vertical displacements with min. 2-3/10 mm up to 25 mm and the realisation of an automated alarm process in case of exceeding tolerance boundaries. Special challenges are the required high accuracy and reliability of the sensor system which has to work autonomously for nearly one year in a permanent construction environment.

The first part of the paper contains a short description of the construction process, the monitoring system with a TCA1800 as central sensor and the strategy for alerting. The second part contains the investigation of the measured time-series with a length of nearly 8 months and a sampling rate of $\Delta t = 10$ minutes. Special focus is set on the analysis of the thermal effects (thermal bend of the arched ceiling) which could be significantly detected up to 1/10 mm. To derive the causal relationship between temperature changes and deformation quantities different non-parametric methods are applied: spectral analysis, weight functions, neural networks and Neuro-Fuzzy methods. The different calculations (especially for deformation predictions) are compared and evaluated. In this context one interesting point is the required memory of system input parameters.

The resulting thermal deformation model(s) provides a significant improvement for understanding and prediction of this complex structure.
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1. THE OBJECT

The Viennese theatre “Etablissement Ronacher” was founded in 1871 and initially used as extension to the existing “Burgtheater”. After a disastrous burning Anton Ronacher purchased the building in 1884 and initiated a reconstruction as vaudeville. Since 1987 the listed theatre is integrated in the “Vereinigte Bühnen Wien” cooperation and serves for the presentation of musicals.

Increasing numbers of spectators and the necessity for modernisation of the infrastructure require a complete rehabilitation which started in 2006 and will be approximately finished in spring 2008 (RONACHER 2006). Important tasks are e.g.

– improvement of space and visibility conditions in the auditorium,
– extension of the orchestra pit, and
– establishment of new rooms for practising and a cafeteria on the top of the building (Figure 1a).

The third task requires a massive reconstruction of the existing theatre ceiling (Figure 1b). The old ceiling must be reallocated from the old roof truss in a new steel construction with tension rods. Planning is executed by “Architekten Domenig & Wallner ZT GmbH” and “Architektur Consult ZT GmbH”. The general management for the construction process is performed by “Lorenz Consult GmbH”.

(a) (b)

Figure 1: Rehabilitation of the “Etablissement Ronacher” (1a: RONACHER 2006).

The whole construction process is divided into two phases. The first step contains the reallocation of the theatre ceiling and unhinging respectively reconnecting a chandelier with a weight of 1.5 tons (“construction phase I”). The second step contains all remaining activities for roof finishing (“construction phase II”).
2. GEODETIC MONITORING

The stability control of the theatre requires a geodetic monitoring for the whole construction process. Periodical measurements ($\Delta t \approx$ several weeks to months) are executed by an engineering office (“Angst ZT GmbH”) and include the control of settlements and inclinations of the base of the building by levelling. In contrast to the expected long-term deformations of the base the theatre ceiling is directly effected by full body movements (reallocation process) and short-term mechanical (e.g. chandelier) respectively thermal loads which may be quasi-static or dynamic. This requires a permanent monitoring which is executed by the Research Group Engineering Geodesy, TU Vienna (EG group) and is subject of the following sections.

The full system for permanent monitoring consists of

- a tacheometer Leica TCA1800,
- the monitoring software Leica GeoMoS with automatic alarm function,
- an autonomous power supply,
- temperature sensors in the roof truss and the auditorium
- and a connection to the Internet for remote control and real-time access to the monitoring data.

In arrangement with the construction company and structural engineers the interesting vertical deformations of the 600 sqm theatre ceiling are monitored in 4 selected object points (O1 to O4) which are located close to the centre (Figure 2a) and marked with prisms (Figure 2b). Periodical control measurements to reference points (FP1 to FP6, Figure 2a) which are connected with the base of the building enable the stability control of the tacheometer station.

Figure 2: Monitoring of the theatre ceiling: (a) monitoring network and (b) object point O4.

The basic requirements for the monitoring system are defined in cooperation with management and structural engineers. This includes a measuring rate of $\Delta t = 10$ min and an automated alarm function (by email or SMS) if predefined tolerances $T_I = \pm 25$ mm in construction phase I and $T_{II} = \pm 12$ mm in phase II are exceeded. $T_I$ is the maximum tolerable
vertical deformation of the ceiling related to a balanced condition at the beginning of the construction process. $T_{II}$ is related to a balanced state at the end of phase I.

In addition to the provision of a suitable measuring system for guaranteeing a sensitive and reliable alarm function the investigation of very small thermal deformations in a range of some 1/10 mm was defined as special research topic.

3. DEFORMATION ANALYSIS

3.1 Investigation of Thermal Deformations with Non-parametric Models

Thermal deformations of the arched theatre ceiling are especially induced by the temporal variation of the vertical temperature gradient between roof truss and auditorium (Figure 3). Their magnitude is naturally not critical for the stability of the building. Nevertheless thermal stress may cause cracks in plaster and stucco and requires periodical reparation. In this respect the investigation is considered as part of the full deformation analysis.

![Figure 3: Measuring configuration for the thermal bend of the arched theatre ceiling.](image)

The old ceiling has an inhomogeneous and in some parts a priori unknown inner structure. Because of monument conservation probing is not possible. Consequently the EG group decided to use non-parametric deformation models for investigation.

The basic measuring design is presented in Figure 3. In addition to the tacheometer data (see also Figure 2a) two temperature sensors are logging the air temperatures in the roof truss ($T_o$) and the auditorium ($T_u$). The sensors PT-100 have an autonomous power supply and data logger. The absolute tolerance for temperature measurements is specified with $T_{PT100} = \pm 1^\circ C$ (MEILHAUS 2006). The selected measuring rate is $\Delta t = 10$ min.

3.2 Spectral Analysis

In Figure 4 the temperature difference $\Delta T = T_o - T_u$ between roof truss and auditorium and the resulting thermal deformation $\Delta z_1$ in object point O1 are shown for a period of 6 days in
July 2006 (without work activities and mechanical loadings). $\Delta z_1 = Z_1 - Z_{1,\text{stat}}$ is a relative vertical displacement which is related to a balanced state of the ceiling at the beginning of the construction phase in May 2006. In addition the local offset and temperature trend ($3^{\text{rd}}$ degree polynomial) are eliminated to create approximately stationary processes.

The time series show a clear periodic behaviour. The vertical displacements $\Delta z_1$ are within a range of approximately ±0.18 mm and are time shifted against $\Delta T$. This is a normal effect because of the inertia of the dynamic system “theatre ceiling”. The mean empirical amplitude spectra are calculated with a Fast-Fourier-Transformation (FFT, e.g. TAUBENHEIM 1969) and show a significant peak at $\nu_{\text{Temp}} = 0.0414$ 1/h (Figure 5) which is according to a period of $T_{\text{period}} = 24.1$ h. This is the expected normal daily variation of the ceiling. In the present working point the calculated gain between input ($\Delta T$) and output ($\Delta z_1$) is $G_{\text{Temp}}(\nu_{\text{Temp}}) \approx 0.1$ mm/°C.

Figure 6 shows the time delay $\tau_{\text{Temp}}$ between $\Delta T$ and $\Delta z_1$ calculated with an empirical cross-correlation function (e.g. TAUBENHEIM 1969). The maximum correlation is reached after $\tau_{\text{Temp}} = 4.7$ h with 92 %.
3.3 Weight Functions

In the present working point the dynamic behaviour of the system “theatre ceiling” can be modelled by a weight function $g(\tau)$ which generates the core of a convolution integral (e.g. PELZER 1988 and WELSCH et al. 2000):

$$\Delta z(t) = \int_0^\infty g(\tau) \Delta T(t-\tau) \, d\tau$$  \hspace{1cm} (1)

The practical application of (1) requires the consideration of discrete time series for the input signal $\Delta T$ (thermal load) and the output signal $\Delta z$ (thermal displacement). In addition the upper integration limit must be finite which leads to the following model:

$$\Delta z(t) = \sum_{j=0}^{j_{\text{max}}} g_j \Delta T(t_{k-j})$$  \hspace{1cm} (2)

The “memory” of the dynamic system is specified by $j_{\text{max}}$ which directly depends on the transfer behaviour. Major goal is the determination of the weight coefficients $g_j$. Using the measured time series for in- and output this is usually performed by adjustment (GAUSS-HELMERT model, e.g. NIEMEIER 2002). After its identification (ISERMANN 1988) Eq. (2) can be used to predict the future deformation behaviour of the system. The calculation of the predictions $\Delta z_{\text{pred}}$ is realised combining the estimated weight coefficients $\hat{g}_j$ with measured input quantities $\Delta T$:

$$\Delta z_{\text{pred}}(t_{k+m}) = \sum_{j=0}^{j_{\text{max}}} \hat{g}_j \Delta T(t_{k+m-j})$$  \hspace{1cm} (3)

In Figure 7 identification and prediction results are presented for object point O1 (again for 6 days in July 2006 with reduced temperature trend, see also Figure 4).
Figure 7: Weight function: training and prediction phase.

Figure 7a shows a training (identification) phase with a total length of 24 hours ($\Delta t = 10 \text{ min} \Rightarrow 144 \text{ epochs}$) and a pure prediction phase of 4.6 days (= 662 epochs). The memory of the ceiling is specified with $\tau_{\text{max}} = 8.3 \text{ h} (= j_{\text{max}} = 50\text{ epochs})$. The predicted time series shows a good conformity with the measured time series which is used for verification (ISERMANN 1988). This is also proofed by the residuals $\varepsilon$ which are presented in Figure 7b. The significant deviation at the end of the prediction phase is $\varepsilon_{\text{max}} = 0.12 \text{ mm}$. The mean deviation is $r.m.s. = 0.05 \text{ mm}$ and in a range of measuring noise.

The estimated weights are presented in Figure 7c. It shows an oscillating behaviour which is caused by a bad signal-to-noise ratio of succeeding measuring values and a related badly conditioned normal equation matrix in the GAUSS-HELMERT model. Further investigations must show how far a better preprocessing of the time series (e.g. smoothing) and a variation of $\Delta t$ will have a stabilizing effect for the estimations. Nevertheless the weights show a maximum around $\tau = 4 \text{ h}$ which fits to the time delay from the cross-correlation function (see Figure 6).
3.4 Neural Networks

3.4.1 Basics

Artificial neural networks (ANN) are based on a different approach of problem solving in comparison with conventional computer software. Conventional software uses an algorithmic approach – the program follows a set of instructions in order to solve the problem. A condition to implement a problem as an algorithmic approach is that the specific problem solving steps are known. The disadvantage of such program systems is that the problem solving capability is restricted to problems that we already understand, from which we know how to solve them and to problems for which we can formulate a solving algorithm.

ANN process information in a similar way the human brain does. The network consists of a set of highly interconnected processing elements, the so-called neurons. ANN cannot be programmed to solve a specific problem – they learn by examples.

The disadvantage of such an approach is that the network finds out how to solve the problem by itself, therefore the user receives no declaration how the problem was solved. Furthermore neural networks operations can be unpredictable.

The most basic components of artificial neural networks are modeled after the structure of the human brain. Therefore artificial neural networks have a strong similarity to the (biological) brain and most of the terminology is borrowed from neuroscience.

ANN are a simple clustering of artificial neurons. These networks are subdivided into layers, which are then connected among each other. Basically, all artificial neural networks have a similar structure and consist of three types of layers: (1) input layer represents the first interface to the real world (to receive the inputs); (2) output layer represents the second interface to the real world (to provide the network’s outputs); (3) hidden layer represents the rest of the network (to transform the information from the input layer to the output layer).

The single artificial neurons are connected (normally unidirectional) via a network of paths. Each neuron receives inputs from many other neurons, but produces a single output, which is communicated to other neurons. There exist different types of connections between neurons (fully connected, partially connected and others) – we use a fully connected feed forward network, by which each neuron on the first layer is connected to every neuron on the second layer. The neurons on the first layer send their output to the neurons on the second layer, but they do not receive any input back form the neurons on the second layer. More detail about artificial neural networks and their application can be found in ZELL (1994) and BISHOP (1995)¹.

¹ It is notable that all experiments have been done with SNNS (Stuttgart Neural Network Simulator). SNNS is a software simulator for neural networks developed at the Institute for Parallel and Distributed High Performance Systems (IPVR) at the University of Stuttgart.
3.4.2 Application to the theatre ceiling

The number of input and output units is fixed by the number of correspondent parameters – for our example 2 input units for the temperature logger (To – temperature roof truss / Tu – temperature auditorium) and 1 output unit for the coordinate Z (each coordinate X, Y and Z will be modeled by a separated neural network – in the following we will focus our report on Z). The input layer was extended to an input array of 2×10 units to simulate a memory (Zi, Zi-1, Zi-2, ...). The number of hidden-units is directly related to the capabilities of the network. For the best network performance an optimal number of hidden-units must be properly determined – we have chosen a hidden layer of 10×10 units.

The processed data consists of temperature and position measurements of 11 days (1589 epochs) in July 2006. The data has been divided into two parts: a training data set (start at day 48.75) and one for testing (start at day 54.31). Both have been pre-processed in such a way that they are limited to an interval of 0-1 (normalisation); the polynomial trend was not eliminated.

The network was trained by means of the backpropagation algorithm and by means of 800 epochs of trainings samples – each sample consisting of 2×10 input samples and the appropriate output sample.

To ensure optimal results and to avoid an overtraining we have used several criteria for controlling the training process. First of all the threshold for the Sum Squared Error (SSE) of the learning function was fixed to a value of 0.01. Secondly, the maximum trainings cycles were set to 1000. After having trained the ANN, the second part of the data set (789 epochs) was used for testing – the result is shown in Figure 8. The maximum difference between predicted and measured Z is 0.27mm.

![Figure 8: Neural network in prediction mode: measurements (blue) and predictions (magenta).](image-url)
3.5 Neuro-Fuzzy methods

3.5.1 Basics

Fuzzy systems are (besides ANN) another possibility to process data similar to the human way of thinking. Here, the output value is calculated out of the input data, which is processed according to the IF-THEN-rules (representing the expert knowledge for this application). The properties of the input variables are described by so-called membership functions, e.g. “temperature” can be “low”, “medium”, “high”, defining the corresponding temperature intervals. The disadvantage of this method is that the expert knowledge must be known and stored in the rule base. But for many applications it is not possible to describe the behaviour of the system by simple rules.

ANN (see Section 3.4) can help in this situation, because the behaviour of the whole system is learned by the training data. But a great disadvantage of ANN is that the resulting system is a “black box”, i.e. the connections and reaction of the whole system cannot be analysed or interpreted.

So a combination of fuzzy techniques and ANN was created – the neuro-fuzzy methods, where the advantages of both strategies can be used, disregarding the individual disadvantages. Here, the starting values for membership functions and rules of the resulting fuzzy system can be predefined, but it is also possible to start from scratch. In the training phase, the training data is used to set up and optimise the membership function’s parameters and the according rule base. This is done by the learning component of the ANN. After the (successful) training and checking phases, the resulting fuzzy system can be used for the designated application. More information on neuro-fuzzy systems and applications can be found e.g. in JANG (1993) and BORGELT et al. (2003).
3.5.2 Application to the theatre ceiling

The data processed here consists of temperature and position measurements of 9 days in July 2006. In Figure 10 the original measuring data of the Z coordinate of the object point O1 is shown in blue. For the calculations the polynomial trend was not eliminated.

![Figure 10](image-url)

**Figure 10:** Neuro-fuzzy system in training (left part) and prediction mode (right part): measurements (blue) and training output resp. predictions (red). Lower figure: difference between the measurements and the calculated output.

The output represents the coordinate Z of the object point O1. Two input variables are fed into the neuro-fuzzy system:

- \( \Delta T = T_{o} - T_{u} \) … the difference between temperatures at the roof truss and in the auditorium.
- \( \Delta T \) with a time delay of 6 hours … thermal deformations are not only dependent on the current temperature, but also on temperatures some time ago. In section 3.2 a time delay of \( \tau_{\text{temp}} = 4.7 \text{ h} \) was shown for this structure by cross correlation. Here, the idea behind another input variable with a time delay of 6 hours (which was empirically found) was to reconstruct more or less the full amplitude of the thermal variations. Other time delays were also tested in this study: a delay of 4.7 h resulted in almost the same output, whereas a time delay of 12 h gave much worse results.

The Matlab® Fuzzy Toolbox was used for the calculations. Firstly, the number and the shape of the membership functions were defined for the input variables (3 membership functions...
each, of type “Gaussian bell function”). The shape and the other parameters of these membership functions were optimised by the neuro-fuzzy network within the training phase by a hybrid algorithm, which is a combination of least-squares method and the backpropagation gradient descent method. For the training, 950 pairs of input and output data with a time interval of 10 minutes were used.

After the training phase, checking data was processed in the resulting fuzzy system to get an idea of the quality of the system. In Figure 10 the measured and the calculated output is shown (in blue resp. in red) for the training data (“Training” in the left part) and the checking data (“Prediction” in the right part). The lower figure shows the difference between the measured and the calculated values; the maximum difference is 0.28 mm within the prediction phase.

Analysing the predicted data it can be seen that the phase and the amplitude of the thermal variations can be predicted very well; a problem occurs at the end of the training data where there is a stronger increase of $Z$ compared to the other periods before. This results in a vertical shift of about 0.2 mm of the predicted output compared to the measured data. This effect has to be investigated in more detail in future.

4. CONCLUSIONS

Modelling of thermal displacements works well for the stationary part of the deformation signals ($Z$ resp. $\Delta z$). The residuals are within the range of the noise of the measuring quantities. For this special case (harmonic oscillations) no recommendation for the optimal model can be made.

As shown in Figures 8 and 10 the temperature trend produces systematic effects in the residuals. With the existing temperature data (restricted to a short interval in July) it is not possible to improve the models (e.g. varying length of training data) and to fully explain the behaviour of the system. At the moment additional temperature and displacement data is collected for further investigations.
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