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SUMMARY  

 

In recent years, oblique aerial images have come back to the foreground, being involved in 

various photogrammetric applications. Moreover, multi-camera systems have become a well-

established technology, providing oblique and vertical aerial images that depict both horizontal 

and vertical structures of the environment from several perspectives, leading to an increasing 

market availability of such kind of images. The main prerequisite for their metric exploitation 

is the knowledge of the camera interior and exterior orientation parameters, which are usually 

determined through a Structure from Motion (SfM) process that estimates corresponding 

features between overlapping images and solves the multi-image aerial triangulation problem. 

This paper presents a complete photogrammetry-based framework that solves the SfM problem, 

which covers the topics of determining overlapping images, feature extraction, image matching, 

rejection of outliers, feature tracking and bundle block adjustment. The proposed framework 

adopts a global SfM workflow that relies on approximate camera exterior orientation 

parameters, which are almost always available through the data provided by onboard GPS/INS 

sensors. The proposed SfM methodology is applied in different configurations of oblique aerial 

images (same perspective oblique images, multi-view oblique images and combined nadir and 

oblique multi-view images) under a non-ideal aerial triangulation scenario characterized by lack 

of well-distributed ground control points as well as minimum manual image measurements and 

the results are outlined in the paper. The exterior orientation parameters computed through the 

proposed SfM algorithm have better accuracy than the ones achieved through a commercial 

SfM software package. Thus, the proposed global SfM framework proves to be a good 

alternative solution to existing SfM methods. 
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1. INTRODUCTION 

 

Although vertical aerial images have played the leading role in photogrammetric applications 

for more than a century, in recent years oblique aerial images have gained popularity, mainly 

because of the fundamental advantages they provide compared to nadir views (Remondino and 

Gerke, 2015; Verykokou and Ioannidis, 2015), in combination with the progress made in 

photogrammetric and computer vision algorithms that enable their automatic processing. The 

fact that they reveal vertical structures (mainly facades), which are not depicted in traditional 

nadir airborne imagery, constitutes their most fundamental characteristic, that leads to an 

increasing interest towards oblique images, which is followed by an increasing market 

availability of such kind of images. As a result, multi-camera systems have become a well-

established technology, providing datasets of oblique and vertical aerial images that depict 

urban environments from several perspectives, being a valuable source of information for 

numerous photogrammetric applications requiring a digital representation of the world.  

 

The main prerequisite for the metric exploitation of image datasets is the knowledge of their 

camera exterior orientation parameters, along with camera calibration information (interior 

orientation parameters) or system calibration in case of a multi-camera system (camera interior 

orientation parameters and relative orientation of cameras). Several researchers have dealt with 

the process of estimating the camera exterior orientation of datasets containing oblique aerial 

imagery through an indirect georeferencing approach. They either used existing software for 

their research (Jacobsen, 2008; Smith et al., 2008; Fritsch and Rothermel, 2013; Saeedi and 

Mao, 2014; Rau et al., 2015; Gerke et al., 2016; Jacobsen and Gerke, 2016; Ostrowski, 2016; 

Passini et al., 2016) or developed their own solution for the whole orientation stage (Gerke and 

Nyaruhuma, 2009; Wang and Neumann, 2009; Gerke, 2011; Habbecke and Kobbelt, 2012; 

Saeedi and Mao, 2014; Xiong et al., 2014; Gerke et al., 2016; Sun et al., 2016; Verykokou and 

Ioannidis, 2016b; Xie et al., 2016; Sun et al., 2017; Verykokou and Ioannidis, 2018b) or for 

part of it (Wiedemann and Moré, 2012; Rupnik et al., 2013; Rupnik et al., 2015; Moe et al., 

2016; Toschi et al., 2017), in combination with existing software. A comprehensive review of 

orientation procedures for oblique aerial images is provided by Verykokou and Ioannidis 

(2018a).  

 

The purpose of this paper is the presentation of a Structure from Motion (SfM) framework and 

its application in challenging datasets of oblique aerial images (same perspective oblique 

images, multi-view oblique images and combined nadir and oblique multi-view images) with 

the goal of computing their camera exterior orientation parameters. SfM refers to the process 

of recovering the camera poses and reconstructing the 3D scene geometry from a 2D image 

sequence. Its first step is the extraction of features in each image, followed by matching of their 

descriptors and organization of the extracted correspondences into tracks. Then, an incremental 
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(Snavely et al., 2006), hierarchical (Farenzena et al., 2009) or global method (Moulon et al., 

2013) for exterior orientation estimation along with reconstruction of the sparse scene geometry 

takes place. Among them, incremental methods register one camera at each iteration, 

hierarchical methods gradually merge short sequences or partial reconstructions and global 

methods register all cameras simultaneously. In the case of both incremental and hierarchical 

SfM methods, intermediate bundle adjustment processes are necessary in order to ensure 

successful camera pose estimation and sparse 3D point cloud extraction. However, frequent 

intermediate bundle adjustment procedures significantly increase the computational time; in 

addition, incremental as well as hierarchical methods may suffer from large drifting error due 

to gradual incorporation of successive views. Global methods do not face these challenges.  

 

Initial estimates for the camera exterior orientation parameters required by the bundle block 

adjustment stage may be either computed in the context of a global SfM framework, usually 

through rotation averaging and translation averaging (Cui, 2017), or they may be available from 

other sources, e.g., from positioning and orientation information by onboard GPS/INS (global 

positioning system/inertial navigation system) sensors. In this paper, a complete 

photogrammetry-based framework that solves the global SfM problem, given initial exterior 

orientation estimates and camera calibration information along with ground control point (GCP) 

measurements is presented. The paper covers the topics of determining overlapping images, 

image matching and outlier removal, feature tracking and bundle block adjustment. The 

proposed framework is applied in different configurations of oblique aerial images (same 

perspective oblique images, multi-view oblique images and combined nadir and oblique multi-

view images) and the results are compared with those ones achieved via commercial software.  

 

The contributions of this paper are twofold. Firstly, it presents an efficient SfM framework 

based on photogrammetric algorithms, which may be reproduced by interested readers, as all 

the necessary details, including programming issues, are discussed. Secondly, it applies the 

proposed algorithm in challenging datasets of oblique aerial images and contributes in the 

ongoing research for camera exterior orientation estimation of oblique aerial images towards 

their metric exploitation. The results of the proposed SfM framework prove to have better 

accuracy than the ones achieved through well-established commercial SfM software. 

 

2. METHODOLOGY 

 

In this section, the proposed global SfM framework is presented. The input data required for its 

implementation are: (i) a dataset of overlapping images; (ii) image and ground coordinates of 

at least three control points; (iii) approximate exterior orientation information, usually 

computed through GPS/INS information; and (iv) camera interior orientation parameters.  

 

2.1 Determination of overlapping images 

 

In order to reduce the processing time of the image matching stage, the overlapping images are 

determined in a first step, so that the subsequent search of correspondences takes place solely 

in corresponding images. If the images are accompanied with metadata from GPS/INS sensors, 

which define the approximate camera position and orientation, and if the camera focal length 
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and pixel size are known for each image, along with an average flying height, the overlapping 

images can be determined based on the estimation of their overlap. If they are not accompanied 

with such kind of metadata, image-based determination of overlapping images takes place. 

 

2.1.1 GPS/INS-based determination of overlapping images 

 

The proposed workflow is illustrated in Figure 1. It is assumed that georeferencing and 

orientation metadata from GPS/INS sensors along with focal length and pixel size are encoded 

in the image headers and that a mean flying height is specified by the user.  

 

 

Figure 1. GPS/INS-based determination of overlapping images 

 

The procedure described in the following is implemented for each image separately. The first 

step is the extraction of the longitude, latitude, altitude, focal length and pixel size from the 

image metadata. The conversion of latitude and longitude to easting and northing follows. Then, 

the angular camera orientation, which is usually encoded in terms of yaw (ay), pitch (ap) and 

roll (ar) is expressed in terms of omega (ω), phi (φ) and kappa (κ). For this reason, the rotation 

matrix R is firstly calculated according to equations (1), and the angles ω, φ and κ are computed 

using the elements rij of the rotation matrix through the set of equations (2). 
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In a next step, the horizontal ground coordinates of the four image corners are computed in the 

reference coordinate system through the collinearity equations (3), using their coordinates (x, y) 

in the photogrammetric system, the approximate camera exterior orientation parameters (X0, Y0, 

Z0, ω, φ, κ), the camera constant c, approximated by the camera focal length, and the mean 

ground elevation Z, estimated using the average flying height H, as Z = Z0 – H. The coordinates 

of the image corners are computed in the photogrammetric system using their pixel coordinates 

and the number of rows and columns along with the pixel size of the imagery.  
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Then, the area of the image footprint is calculated using the ground coordinates of the image 

corners. When the aforementioned workflow has been applied for all images, the intersection 

polygon between the ground footprints of the images of each possible image pair, their 

overlapping area and their percentage of overlap are estimated. The percentage of overlap for 

all image pairs is the output of the whole process.   

 

2.1.2 Image-based determination of overlapping images 

 

The proposed workflow is illustrated in Figure 2. The initial step is the resampling of the images 

to a sufficiently low resolution. Feature points are then extracted in each image after it has been 

converted to greyscale, using the speeded-up robust features (SURF) algorithm (Bay et al., 

2008). SURF feature points are scale and rotation invariant; skew, anisotropic scaling and 

perspective effects are also covered to some degree. In addition, the matching of such features 

is accomplished in less time than the matching of other features with longer descriptor vectors, 

such as SIFT (scale-invariant feature transform) features (Lowe, 2004).  

 

At the stage of finding correspondences, the feature points extracted from an image are 

compared to the feature points extracted from all the other images, using the criterion of the 

minimum Euclidean distance between their descriptor vectors, along with a cross-check test 

(Verykokou and Ioannidis, 2016a). The correspondences are rejected if the distance between 

the descriptors of the matched interest points is above a maximum accepted threshold and they 

are geometrically verified via the RANSAC (random sample consensus) algorithm (Fischler 

and Bolles, 1981), through computation of the fundamental matrix, using the eight-point 

algorithm (Hartley, 1997). Whereas the correspondences may still contain some outliers, these 

ones do not affect the reliability of the resulting information, that is, whether the images overlap. 

The output of this process is the number of matches between the images of every pair.  
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Figure 2. Image-based determination of overlapping images 

 

2.1.3 Graph creation 

 

Regardless of the method applied for determining the overlapping images, an undirected 

weighted graph that connects the overlapping images is created. Its nodes correspond to the 

images; an edge connects two nodes that correspond to overlapping images. Two images with 

a minimum percentage of overlap (if GPS/INS-based determination of overlapping images has 

taken place) or a minimum number of matches (in the case of the image-based method) are 

assumed to be overlapping. Each edge of the graph is given a weight, which is the percentage 

of overlap or the number of correspondences, respectively, between the images that it connects. 

 

2.2 Feature extraction and image matching 

 

Feature points are extracted in all the images, after the reduction of their dimensions, for the 

scope of accelerating the process, using the SURF algorithm. The resizing factor used here is 

smaller than the one used during image-based determination of overlapping images. Feature-

based matching is applied only to the pairs of overlapping images. A ratio test is implemented 

(Lowe, 2004) along with a constraint for a maximum value of the Euclidean distance between 

the descriptors in order to consider two feature points as homologous. The RANSAC algorithm 

is applied for the removal of outliers via computation of the fundamental matrix. Despite this 

geometric constraint, some incorrect matches still remain; those feature points which are 

erroneously considered to match a feature point in another image and happen to lie on the 

epipolar line of the homologous feature point under consideration are not detected via 

RANSAC. Thus, a point-to-point constraint is also imposed. Specifically, a homography is 

fitted to the matches via RANSAC, using a distance threshold for determining the outliers, 

which is small enough to reject the erroneous matches yet sufficiently large to cope with the 

homography being approximate and not representing the actual relation between two central 

projections in cases of non-planar scenes and images not acquired from the same point.  

2.3 Feature tracking 

The feature tracking algorithm presented by Verykokou and Ioannidis (2018b) is applied for 

organizing the correspondences into tracks, as required by the aerial triangulation stage. Each 
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track contains the coordinates of the feature points in different images that correspond to the 

same 3D point. Feature tracking takes place for each pair of overlapping images after the image 

matching stage for this pair. The results of the feature tracking process are two matrices, that 

is, a matrix that stores the image coordinates of the feature points and a matrix that stores 

information about whether a point is visible in each image; the number of rows of both matrices 

is equal to the number of images and their number of columns is equal to the number of tracks.  

2.4 Aerial triangulation 

A bundle block adjustment is implemented to perform the final aerial triangulation step. 

Approximate exterior orientation parameters are required by the iterative least-squares solution 

of the bundle block adjustment. Such values are usually available from the onboard sensors 

(GPS/INS) of the flying platform used for the image acquisition process. 

 

2.4.1 Computation of approximate ground coordinates for the 3D tracks 

 

Approximate values for the 3D coordinates of the corresponding feature points between each 

pair of overlapping images are computed. In order to obtain more stable tracks for the bundle 

adjustment process, only tracks that include feature point measurements in at least three images 

are used. Specifically, a least-squares solution that solves the conventional problem of 

photogrammetric space intersection through indirect observations is adopted for every pair of 

corresponding points that belong to a track of at least three feature points, based on the 

collinearity equations. The initial data required for estimating the 3D coordinates of a point 

depicted in a pair of images (img_i, img_j) are (i) its coordinates in both images (xi, yi) and 

(xj, yj) expressed in the photogrammetric system; (ii) the interior orientation parameters of the 

camera that took the images; and (iii) the approximate exterior orientation of the images. The 

initial values for the 3D coordinates of the point to be triangulated (Xapprox, Yapprox, Zapprox) 

required for the iterative least-squares solution are estimated using the set of equations (4). 
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In equations (4), X0i, Y0i, Z0i and X0j, Y0j, Z0j are the projection center coordinates of img_i and 

img_j respectively; xi΄, yi΄, ci΄ and xj΄, yj΄, cj΄ are computed via equations (5), where c is the 

principal distance and Ri is the rotation matrix of img_i, calculated using the approximate 

angular exterior orientation elements (omega, phi and kappa angles) of img_i.  
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2.4.2 Outlier removal 
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Every 3D feature point is visible in more than two images. Thus, the distance between their 

ground coordinates, which are computed through photogrammetric intersection using different 

combinations of overlapping images, are computed. If this distance is above a maximum 

accepted threshold for at least one combination of image pairs, the entire track is considered to 

be erroneous and is removed from the initial data. In this way, another check that removes any 

remaining outliers that have passed through the geometric constraints imposed by the image 

matching procedure is implemented. 

 

2.4.3 Bundle block adjustment 

 

The ground coordinates of the feature points estimated through space intersection (section 

2.4.1), along with the approximate exterior orientation parameters of the images serve as initial 

values for the bundle block adjustment. Knowledge of the camera focal length, if an auto-

calibration process is implemented, or availability of camera calibration information, if the 

interior orientation is considered to be fixed during the bundle adjustment process, is also 

required. The mathematical model used is expressed by the collinearity equations. A least-

squares solution is implemented that solves the non-linear system through indirect observations.  

 

3. EXPERIMENTS 

 

In this section, the experiments performed for assessing the proposed global SfM framework 

are described and the results are outlined, being compared with reference data along with results 

derived through a well-established commercial software package. 

 

3.1 Developed software 

 

A software suite implementing the proposed methodology has been developed in the C++ 

programming language, making use of some functionalities offered by the OpenCV library for 

image manipulations, the Eigen library for matrix operations, the GDI+ library for extraction 

of image metadata, the GeographicLib library for conversion of latitude and longitude to easting 

and northing and the Boost libraries for graph creation and geometric calculations. 

 

3.2 Test dataset 

 

The images used in the experiments are part of a dataset that consists of 50 multi-perspective 

oblique and vertical aerial images, which are provided by the ISPRS/EuroSDR initiative 

“Benchmark on High Density Image Matching for DSM Computation” (Cavegn et al., 2014). 

The images were taken by a Leica RCD30 Oblique Penta camera system with a 60-Mpixel 

sensor from a flying height of about 520 m. They were captured in a Maltese-cross 

configuration with four oblique cameras, the axes of which were tilted at 35° with respect to 

the vertical, and one nadir camera. The images have a pixel count of 9000×6732 pixels, a pixel 

size of 6 μm and they are free of distortion. Their calibrated focal length is 53 mm and their 

ground sample distance varies between 6 and 13 cm. The photogrammetric block consists of 

one strip. The approximate image overlap in nadir view is 70%. Figure 3 illustrates the ground 
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footprints of the captured imagery along with the overlap both among the simultaneously 

acquired multi-view imagery (Figure 3-a) and between the successive images taken from a 

single camera (Figure 3-b). The images are accompanied with reference exterior orientation 

parameters computed through a highly accurate triangulation (Cavegn et al., 2014), which are 

used for assessing the results derived using the proposed aerial triangulation framework.  

 

   

Figure 3. Ground footprints of the images acquired by the Leica RCD30 Oblique Penta camera system, 

generated using the georeferencing software suite by Verykokou and Ioannidis (2016a); (a): images 

acquired by the five cameras at one time instance; (b): successive images taken by one oblique camera; (c): 

images that correspond to the first (shown in red) and the last (shown in blue) acquisition of the strip along 

with the image used for manual measurements of four coplanar GCPs (shown in green) 

 

Three subsets of the aforementioned dataset encompassing different configurations of oblique 

aerial images are used in the experiments, as described in the following: 

− Scenario 1: Oblique aerial images of the same perspective. This scenario concerns the 

aerial triangulation of a set of 10 oblique aerial images, captured by the same camera of 

the multi-view system. 

− Scenario 2: Multi-perspective oblique aerial images. This scenario concerns the aerial 

triangulation of 40 oblique aerial images captured by the four cameras of the multi-view 

system. 

− Scenario 3: Multi-perspective oblique and vertical aerial images. This scenario concerns 

the aerial triangulation of 40 oblique and 10 vertical aerial images captured in a Maltese 

cross configuration by the five cameras of the multi-view system. 

 

3.3 Input data 

 

The purpose of the experiments is to investigate the accuracy that can be achieved in a non-

ideal scenario characterized by the availability of a small number of coplanar GCPs 

concentrated in a small area relative to the area of the whole block of images, and image 

measurements at the minimum possible number of images. For this reason, four coplanar GCPs 

have been measured in one of the four starting oblique aerial images of the strip (Figure 3-c) 

and their image coordinates have been automatically estimated in its successive oblique aerial 

image taken by the same camera, using the method presented by Verykokou and Ioannidis 

Flight 

direction 

(a) (b) (c) 
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(2018b). For each one of the three aerial triangulation scenarios, the same four GCP 

measurements in the same images have been used. The ground coordinates of the GCPs used 

in the experiments have been estimated by photogrammetric space intersection using the 

reference exterior orientation parameters. The GPS information that accompanies the imagery 

along with rough estimates of the camera orientation angles serve as initial values for the 

exterior orientation parameters of the imagery. The camera calibration information (principal 

distance along with principal point coordinates and zero distortion) provided by the benchmark 

are used as fixed interior orientation parameters during the aerial triangulation process. 

 

3.4 Results 

 

In order to estimate the linear and the angular difference between the computed exterior 

orientation parameters and the reference ones, the following metrics are calculated: 

− DprojCenters indicates the distance betweeen the computed projection center for an 

image (X0, Y0, Z0) and the reference one (X0,ref, Y0,ref, Z0,ref); it is calculated by equation 

(6); 

− Dquaternions indicates the distance between the unit quaternion that corresponds to the 

computed Euler angles (ω, φ, κ) for an image (q) and the unit quaternion that 

corresponds to the reference Euler angles for the same image (qref); it is calculated 

through equation (7), where ||∙|| symbolizes the Euclidean norm in ℝ4. Specifically, the 

conversion from the angles ω, φ, κ to a quaternion-representation q = [q1  q2  q3  q4]
T (or 

equivalently q = q1 + iq2 + jq3 + kq4, where q1 is the real part of the quaternion, and i, j 

and k are unit vectors pointing along the three spatial axes and forming the imaginary 

part of the quaternion) is applied, because the latter provides a more efficient framework 

that permits to obtain a distance metric between 3D rotations (Huynh, 2009; Hartley et 

al., 2013). Taking into account the fact that q and – q represent the same rotation, the 

quaternion distance is calculated as the minimum between the Euclidean norm of the 

difference of quaternions and the Euclidean norm of the sum of quaternions. The 

formula for calculating a quaternion from the set of rotation angles ω, φ, κ applied 

sequentially (from ω to κ) is derived by calculating the product of the quaternions that 

correspond to each one of the rotation angles, as shown in equation (8). This distance 

gives values in the range [ 0, 2 ]; it is dimensionless and has been proved to be a metric 

of the angular distance between 3D rotations (Huynh, 2009; Hartley et al., 2013) 
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Specifically, the average (Avg), maximum (Max) and minimum (Min) values of these metrics 

among all images for each aerial triangulation scenario along with their standard deviation 
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(Stdev) are computed. Table 1 illustrates the results derived by the in-house developed software 

suite that implements the proposed SfM workflow. The results demonstrate a better accuracy 

in the exterior orientation parameters for the dataset of 10 single-perspective oblique images 

(scenario 1). The largest differences from the reference data are observed for the dataset of 40 

multi-perspective oblique aerial images (scenario 2), as there is very poor overlap between the 

four oblique aerial images acquired by the multi-view camera system at a single time instance. 

The dataset of 50 multi-perspective oblique and vertical aerial images (scenario 3) corresponds 

to smaller differences from the reference data than the oblique-only multi-perspective dataset 

(scenario 2), as the five images that are acquired by the multi-camera system provide a 

sufficiently stronger geometry to tie the side oblique aerial images of the strip together.  

 
 Metric Avg Max Min Stdev 

Scenario 1 DprojCenters (m) 0.529 1.058 0.118 0.286 

 Dquaternions  2.667∙10-4 4.412∙10-4 1.075∙10-4 1.228∙10-4 

Scenario 2 DprojCenters (m) 0.747 1.949 0.246 0.407 

 Dquaternions 6.782∙10-4 16.175∙10-4 0.000∙10-4 2.884∙10-4 

Scenario 3 DprojCenters (m) 0.605 1.719 0.045 0.355 

 Dquaternions 6.579∙10-4 18.628∙10-4 0.000∙10-4 3.486∙10-4 

Table 1. Metrics indicating the linear (DprojCenters) and angular (Dquaternions) differences between the exterior 

orientation parameters computed through the developed SfM software and the reference ones for the three 

aerial triangulation scenarios 

 

For comparison reasons, the exterior orientation parameters of the images of the three aerial 

triangulation scenarios were computed through existing SfM software packages, which 

delivered similar aerial triangulation results. For this reason, only results obtained from Agisoft 

PhotoScan (professional edition, version 1.2.6), which is a well-established commercial SfM 

software package are shown in Table 2. The same GCP measurements were used and the same 

camera interior orientation parameters were specified as fixed during the aerial triangulation 

process, so that the results are comparable to the ones derived through the proposed algorithm. 

The average value of the distance metric DprojCenters is smaller for the case of the proposed 

approach than the one corresponding to Agisoft PhotoScan for all aerial triangulation scenarios; 

this improvement reaches the percentage of 20%, 5% and 22% for scenario 1, 2 and 3, 

respectively. The average quaternion distance Dquaternions is also improved for all aerial 

triangulation scenarios for the case of the proposed approach, compared to Agisoft PhotoScan 

results; this improvement reaches the percentages of 56% for scenario 1, 1% for scenario 2 and 

1% for scenario 3. Similar results were also derived using other existing SfM software solutions. 

 

Hence, the proposed global SfM framework is a robust alternative to existing SfM software 

solutions. Also, the exterior orientation parameters estimated via the commercial package verify 

the conclusion derived from the developed software results, according to which better accuracy 

is achievable in scenario 1 and the worst accuracy corresponds to scenario 2. Finally, bigger 

systematic error is derived by the commercial software, which is proved by the bigger absolute 

values of the average differences between the computed and the reference exterior orientation 

parameters, compared to the results achieved through the developed software solution. 

 
 Metric Avg Max Min Stdev 
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Scenario 1 DprojCenters (m) 0.661 0.957 0.295 0.174 

 Dquaternions 6.009∙10-4 7.930∙10-4 1.936∙10-4 1.551∙10-4 

Scenario 2 DprojCenters (m) 0.786 1.519 0.257 0.223 

 Dquaternions 6.849∙10-4 16.332∙10-4 0.000∙10-4 3.428∙10-4 

Scenario 3 DprojCenters (m) 0.774 1.399 0.263 0.222 

 Dquaternions 6.641∙10-4 14.744∙10-4 0.000∙10-4 3.150∙10-4 

Table 2. Metrics indicating the linear (DprojCenters) and angular (Dquaternions) differences between the exterior 

orientation parameters computed through the Agisoft PhotoScan software and the reference ones for the 

three aerial triangulation scenarios 

 

4. CONCLUSIONS AND FUTURE WORK 

 

This paper presents an efficient SfM framework based on photogrammetric algorithms and 

demonstrates the results that can be achieved in challenging datasets of oblique aerial imagery 

in non-ideal aerial triangulation scenarios characterized by lack of well-distributed GCPs and 

minimum manual image measurements. The exterior orientation parameters computed through 

the proposed algorithm prove to have better accuracy than the ones achieved through a well-

established commercial software package. Thus, the proposed global SfM framework is a good 

alternative solution to existing SfM methods, in cases of datasets that are accompanied with 

rough exterior orientation information, e.g., from GPS/INS sensors. Furthermore, the results 

derived both from the developed solution and the commercial software demonstrate that better 

accuracy is achieved in cases of combined blocks of multi-view oblique and vertical aerial 

images acquired through a Maltese-cross configuration in comparison with multi-view oblique-

only image blocks with small side overlap between the images. 

 

Future work will focus on the impact of different feature extraction algorithms on the aerial 

triangulation results of oblique aerial imagery. Furthermore, more research will be carried out 

to investigate the impact of a weighting strategy for image measurements during the bundle 

block adjustment of oblique views. Finally, future research will be conducted with the goal of 

incorporating into the aerial triangulation stage of our proposed global SfM framework iterative 

bundle adjustment procedures for rejecting any remaining outlier tracks, as proposed by the 

incremental SfM framework introduced by Verykokou and Ioannidis (2018b). 
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