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ABSTRACT:

This paper presents an innovative procedure forathaysis of vertical movements of a structure.eti¢ne focus is on tunnel
monitoring and especially on underground lines, nietadl measurements need to be rapidly carriedioribhg the night, when traffic
is stopped. The main concept is the substitutioopdital geometric leveling, based on levels ardsrovith an image-based solution
coined “photogrammetric leveling”. The proposed moet is notably quicker and more economical. A calibd digital camera is
adopted to capture an image of two special rodseplgor hung) on a pair of height benchmarks. Stargets on the rods are used
to determine the vanishing line, that is then useckctify the image. The knowledge of the distanbetween opposite targets is
used to remove a final scale ambiguity. This alldles estimation of the height differences betwdenkienchmarks by using just
one image. Several tests with synthetic and retd deere performed to check the accuracy of the odkethn addition, some
theoretical, practical and numerical results, alaiithy the advantages, limitations, and failure sasiethe photogrammetric leveling
approach are addressed.

1. INTRODUCTION As a measurement campaign is based on the progressi

Nowadays structure monitoring by geometric levelzan be
assumed as a standard technique due to the highaagchat
can be usually achieved. From a practical pointviefv, it
seems very simple to accomplish a measurement dgmpa
especially if digital levels are employed. On thithes hand,
optical levels still have a primary role in highepision
applications thanks to their inner accuracy, in tmoases
superior to that of digital levels.

The estimation of heights (and height changes) btan
performed with different techniques.
geometric, trigonometric, barometric, mechanicalnd a
hydrostatic leveling, 3D traversing as well as GNSStems
and gravity data. However, geometric leveling isll st
undoubtedly the most used method for structure radng due
to its limited cost (level, rods, tripod and a sétbenchmarks
are the only equipment needed) and its sub-miltimeccuracy.
Geometric leveling is based on the creation of @zbatal line
of sight by means of a level equipped with a peadubr a
compensator. Leveling rods must have a regularugitash to
obtain the scale of the leveled differences in hieigccording
to the basic principle of leveling, the differenbetween two
readings is the height differencs:;; = Li— Li+; (Fig. 1). The
process is repeated to obtain the height differelbe®veen
backsightand foresight(Ai. 2«1 = Li+1 — Li+2), so that the total
height difference between widely separated poirds be
measured by combining the height differences of thi
intermediate points.

The use of optical levels witbarallel plate glass micrometers
gives the opportunity to improve reading precisiespecially if
5-mm graduations are employed. The collimationhef nearest
reading with an adjustment screw is directly comeddo the
displacement measured by a micrometer. This previdadings
with a precision of 0.1 mm for 1-cm graduatiorgttare then
estimated to +0.01 mm.

acquisition of several height differences, errotowd be
reduced to a minimum avoiding a progressive accatiul.

The technical literature reports several experigraal possible
solutions to this problem. Therefore geometric liegecan be
assumed as a proven techniques not only for langéging, but
also for structure monitoring (see Pelzer and Nieme 983;

Craymer, 1984; Augath, 1985; lhde and Steinberg,5198
among others).

It is also noteworthy that most errors can be reduay taking a
series of ad hoc readings (backwards-forwards-faisva

These encompashackwards) from the center, e.g. (i) to correct ¢éner due to

symmetric atmospheric refraction, (i) to compeasér the
Earth curvature, (iii) and to remove the collimatierrors when
the line of sight is not horizontal. Other souroésrrors, whose
effects were extremely significant in the past, eveliminated
with the introduction of more sophisticated instants. For
instance, since the end of 1982 the optical leXelss Nil have
been equipped with special compensators that aensitive to
the geomagnetic field (Weber and Schellein, 198&¢ept for
alternating magnetic fields of high intensities.

In the case of structure monitoring, geometric liegeprovides
the vertical displacements of a series of benchspar. points
well tied to the structure. A benchmark is consédefixed if it
is connected to the structure so that it folloves movement.
The design of an appropriate measurement schenmecbwith
precise measurements allows the determination ighte(and
height changes for data taken at different epoetif) sub-
millimetric precision. The design of optimal acqti@ nets has
a direct impact on the precision: series of cloksabs with
common points must be preferred to (i) improve dlceuracy
and (ii) to obtain an immediate check based onlossces.
Although very accurate, geometric leveling is quit@wv, with a
productivity limited to a small number of pointsrgeour. In
some applications aimed at determining the safetylitions of
a structure, times becomes a paramount factor iamts Ithe
number of points that can be checked. In this ptpeproblem



of tunnel monitoring
measurements need to be rapidly carried out duhegnight,
when traffic is stopped. The key concept is to aeel the
standard equipment by introducing an innovativegeabased
solution, which is notably faster and even morenecaical.
Shown in Figure 2 is the main concept: a cameraiees) just
one image of a couple of photogrammetric rods arsmtrai-
automated processing algorithm estimates the diffeg in
elevation. The proposed method has been
“photogrammetric leveling”.

Fig. 1. Basic principle of geometric leveling: théfetence in

is specifically addressed. ¢jer

additional parameters (Remondino and Fraser, 20@6¢h are
needed to remove the effect of image distortion detérmine a
precise height difference. The employed rods halength of
150 cm and the typical graduation is substituteith i circular
targets. These can be recognized and measurece imtge
with sub-pixel precision. The camera is placedronf of the
rods (with a similar distance to acquire data fribra center).
The attitude of the camera does not require padatiatare. On

termethe other hand, rods are placed on benchmarks enduasi

vertical thanks to a heavy mass that is connedtéldeabottom
end. This is the fundamental difference betweensthadard
geometric leveling approach (where the level giwvdwrizontal
line of sight) and the photogrammetric one (wheve tods
provide the vertical direction and the attitudettod camera can
be variable). The camera should be placed in theecén order
to remove some systematic errors, and not onlyideriag the
horizontal distance between both rods (equidistdmif) also the
vertical setup (see Figure 2). The central targettiee rod
allows the rapid positioning of the camera with arrect
instrumental height. If the benchmarks have nobmparable
height a compromise during the camera setup musgbuoed
using the reticle.

elevation can be estimated with a difference ofA couple of parallel rods forms a parallelogramspace. This

readings.

Fig. 2. An example of the basic operational scheaofe

photogrammetric leveling with two rods placed onihis™ information

configuration is sufficient to determine a transfation that
recovers affine properties, such as ratios of lesgh collinear
or parallel lines, ratios of areas, and parallelistawever, this
is not sufficient to estimate the difference inveliion as a
direct measurement of metric distances remains ssipte.
Metric properties can be recovered with the estomaof a
homography, i.e. a projective transformation witkleyrees of
freedom. A planar homography is represented by & 13on-
singular matrix:

x] [h h hJX
x=|y|=|h h h|Y|=HxX &
1] |h h R

where points are expressed in homogenous coordirnage
adding an extra value to the pairy]". This new last coordinate
gives a new triplet x3k Ay A]" for any non-zero valué.
Therefore an arbitrary homogeneous image vectox;xs[xs] "
represents the same point Xi#ks /%3] in R

Homographic transformations are often used for ecsifit
applications, e.g. metric rectification (Liebowéard Zisserman,
1998) image mosaicing (Szeliski, 1994), panoramic
photography (Brown and Lowe, 2007), and architedtur
reconstructions (Liebowitz et al., 1999). A commuathod for
the estimation of is based on a set of point to pointx X
correspondences (at least four), which however aarbe
employed to substitute the traditional leveling reh, as the
needed coordinates are unknown values.

The photogrammetric leveling approach uses theshamy line
coupled with the constraints available from canwatibration:

is sufficient to recover metric operties

benchmarks and a digital camera (top), along Withyithout acquiring metric data (e.g. known ratios diftances
some examples of the special targeted rods (bpttomy,y angles), except for an overall scale ambighiéy requires

2. DETERMINING DIFFERENCES IN ELEVATION
WITH A SINGLE IMAGE

The estimation of the difference in elevation betwéwo points
can be carried with a calibrated camera and a eoofpspecial
photogrammetric rods. The camera must
beforehand in order to determine its interior ocw¢ion and

be calibrate

knowledge of a distance in the object plane. Thissing data
can be derived from the distance between oppoaitets on
the rod.

Most digital camera equipped with CCD or CMOS sesiso
follow the pinhole camera model, which expresses a
mathematical relationship between image (x) andeab(X)
oints through a 3x4 projection matriR (Hartley and
isserman, 2004):
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P can be decomposed into the matrix product:
P=K[R ] ®)
where:
c 0 x
K={0 c Y, 4)
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is called calibration matrix and encapsulates the interior
orientation parameters of the camera used (prihdisancec
and principal point coordinates, Yy), R is arotation matrix
and the vector t contains the coordinates of thespeetive
center.

Collins and Beveridge (1993) demonstrated thatotfientation
of the object plane with respect to the cameralmestimated
if both vanishing line* and calibration matriXX are known.

The image coordinates x antof rod targets (Figure 3a) allow
the estimation of a line as I=x%xA vanishing point v can be
estimated by using the intersection of a couplpaséllel lines |
and I: v=Ixl.

Finally, the identification of the vanishing linarc be carried
out by using two vanishing points: I*=v&v

The estimation of the rectifying transformation gerformed
through a homography=K RK %, whereR is made up of a set
of vectors that form an orthonormal se&[u; us u,]".

The unary vector qis derived from the normal n to the plane as
u,=n/||n||, where n=K*.

-

(b)

Fig. 3. Geometric quantities used to rectify thigioal image (a)
and the estimated values (b).

The new frontal image has an ambiguity due to thation
around the normal n. In a few words, in three disiams there
is an infinite number of vectors perpendicular td his leads to
an under-determined system of equations. The tridd
orthonormal vectors ;uus and u, is estimated with some
constraints applied to the second vector r in otdetake into
consideration all degenerate configurations. Trst lector s
can be estimated with a simple cross product.

The last step consists in the estimation of a aitityl
transformationHg in order to align the rod along the vertical
direction and scale the rectified coordinates X using the
distance between the targets:

X' Acosy  Asina t, | X
X'=|Y'|=|-4sina Acosx t, | Y |=HX (5)
1 0 0 1)1

where the numerical valuggandt, are not mandatory for the
estimation of height differences (constant valuem e
employed),/ is given by the rod length anddepends on the
transformed image coordinates. Figure 4 shows malgi
(without lens distortion) and rectified images, ethihowever
are just a visualization to understand the procedas the
rectification algorithm is usually applied to theeasured
numerical values of pixel coordinates.

The final step is the estimation of the heightatiéhce with a
simple difference A=Y'>-Y'1=Y',~Y';) and, optionally, the
horizontal distanceDd=X'5—X'1=X',—X',) between the rods. This
last value cannot be measured with a standard ihgvel
procedure but requires a repositioning system efrtd with a
stable connection at different epochs.

Fig. 4. A distortion-free image (top) and its cepending
rectified image (bottom).

3. DATA ACQUISITION

As demonstrated in the previous section, a diffegern
elevation can be estimated using a single imagaicextjwith a
calibrated camera. As previously mentioned, theetarmust be



setup between the rods with an instrumental hailgise to that
of the central target. Then, the target centersnagasured in
order to estimate the rectifying homography basedcamera
parameters. On the other hand, an important coraide
deserves to be mentioned: the precision duringribasurement
of image coordinates affects the precision of abgeordinates,
requiring not only a sub-pixel method, but also @hematical
model for distortion removal.

This section illustrates the methodology adoptedaidrate the
camera in order to obtain the matkixand distortion-free image
coordinates. Then, the method employed to measangett
centers is described.

3.1 Cameracalibration

A camera is assumed as calibrated if its interibentation

parameters (principal distance and principal ppogition) and

distortion coefficients (also called additional aaeters) are
known. Image distortion generates a misalignmenwvéen the

perspective centre, image and object points. quige simple to
understand that the collinearity principle (Kra@608), which

is the basis for image orientation, is no longspested.

The importance of camera calibration is confirmedtle vast

number of papers dealing with this topic. Accuraspects, use
of both low-cost and professional cameras, apjdinat

methods, stability of parameters, variations witffiecent color

channels, algorithmic issues, etc., were reportedFiaser
(1997), Peipe and Stephani (2003), Labe and Far$dt94),

and Remondino and Fraser (2006), among others.

Image distortion can be
mathematical model. This is made up of 3 interiberdation
parametersq X, Yo), 3 coefficients of radial distortiorky, ko,
ks), and 2 coefficients of decentering distortiqa, ().

Radial distortion is modeled with an odd-orderetypomial:

F=Kkr®+k,r®+k,ir’ (6)
wherer is the radial distance from the principal point:
r=y(x=% ) +(y-vo) 7

The components alongandy of 6 may be estimated as follows:

e (®)

A misalignment of lens elements along the opticd$ énstead
generates decentering distortion. The correctidnth® image
coordinates are given by:

Ax = pl[r2 +2(x— X0)2]+2|02(X—Xo)(y— yo)

; ©)
Ay =2+ 2y- yo F = 2p(x= % Xy - vo)

These coefficients can be estimated with a calimaproject,

where a set ofoded targets@re photographed using a block o

images with a good distribution in space. Thesalitmms are
needed to minimize the effect of the correlatiotween lens
distortion coefficients. A block must include conyent and
rolled images, and variable camera-object distankcastly, a
free-network bundle adjustme(®ranshaw, 1980) provides all
calibration parameters.

As our method was developed for tunnel monitoritige
camera was directly calibrated in the tunnel ughmg portable

targets of the iWitness software (Fraser et alQ520 This
package allows one to complete the calibration @hveithin 5
minutes, without requiring any manual measurements.

4. EXPERIMENTAL RESULTS

The photogrammetric leveling approach can be usedeal
surveys only after an evaluation that makes clearprecision
achievable, its advantages and limitations. Theeemgental
phase was carried out with different images (sytithend real)
in different sites (laboratories with controllednditions and
tunnels) in order to check (i) the correctnesshefimplemented
software and (ii) its use in practical applications

4.1 Processing of synthetic data

A set of 20 synthetic images generated with 3D iBtidax
(Figure 5) was used to check the correctness ahtpiemented
algorithms (measurement of target center and yaogf
homography). The distortion-free images were creatsuming
a camera similar to a Nikon D100 (sensor size 3Q088
pixels, pixel size 7.8um) equipped with a 20 mm lens, that
were virtually acquired from different stations. eThmaged
scene is quite simple, as only two vertical rods wisible.
During the acquisition of the images, both rods everoved
along both horizontal and vertical directions tanusiate
different displacements. The magnitude of displa@m is
therefore known and can be used to validate thaltse®f

represented with an 8-ternphotogrammetric leveling. In a few words, the siated

horizontal D;® and vertical distances;® were compared with
those estimated using the image-based procedyfe 4,
with a simple difference and a statistical evahrati

Fig. 5. Generation of synthetic data (images withown
calibration parameters and object geometry) with 3D
Studio Max.

The length of the simulated rod, i.e. the distahetwveen the
targets, is 150 cm. The horizontal distance vairech 4 to 6 m
and images were taken not only from the center,alsd from

f"inappropriate” positions in order to obtain narramgles of

view. The direct comparison between simulated astinated
values @=D>-D, 5=AA) was performed by using the
average: and standard deviatianof both €;, 6;) and provided
the following results:

u (d) =-0.08 mm
# (6) = 0.04 mm

o (d) =+ 0.08 mm
6 (6;) =% 0.07 mm



They confirms a relative accuracy of 1:40,000, algh a
systematic error is evident from the mean valuesarly case,
the geometry used during these tests was quite laatgd as in
real applications images will be always taken fithin center.

4.2 Moving the camera

During a monitoring campaign, if images are acqlirat
different epochs it is normal to setup the cam@r@imately
in the same position. This test aimed at deterrgiriire same
difference in elevation (rods are fixed) from di#at
standpoints, in order to simulate a multi-tempoddta
acquisition, where the measuragd® should be constant. The
main difference with respect to the previous chiscthe use of
real images acquired with a calibrated Nikon D8Qipped
with a 20 mm lens. In all, 16 differences in eléwatwere
measured and the results are shown in Figure 6.stdredard
deviation of the measured values is +0.1 mm, tkatjuite
similar to the precision of a good optical level.
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Fig. 6. The same difference in elevation measuneglacing
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Fig. 7. The test with an optical level: (a) the redgth a
graduated card mounted on a movable benchmarkn)aa
heavy weight to make each rod more stable (c).

However, a direct comparison between
displacements based on level and gauge measureprexided
discrepancy superior to 0.4 mm. The cause of thixpected
effect is still not clear and might depend on seléactors.
Probably, the method is sensitive to the distaretevden the
rods, and a rod of 150 cm is not sufficient to copith
distances larger than 5 m. This is an evident limit its
investigation needs more exhaustive analysis.

Another problem was found when the rod is not stabl
especially when it swings like a pendulum. Thisds a serious
problem for measurement carried out with a levéliclv gives a
horizontal line of sight. However, the photogrammeemethod

the camera at different stations. The standards highly sensitive to this effect as the rod githe vertical
deviation of the values shows a discrepancy betweefgirection.

the measurements of +0.1 mm.

4.3 Comparison with an optical level

Another test was carried out with real data by gisseveral
images taken with a calibrated Nikon D700 with an3® and
two metal rods placed on benchmarks (Figure 7)ul&rrwas
also applied to each photogrammetric rod in ordemeasure
the difference of height with a first order autoimdével Zeiss
Nil (standard deviation/km leveling 0.2 mm).

As the level provides the height differenédd;=L,-L; the
comparison was performed by using variations ofgimei
differences, and therefore measurements taken fégretfit
epochs d*"=AH"*-AH' were needed after simulating a
displacement with a movable benchmark (Figure 7i)e
statistic on the differencesi*’ showed a mean value
u(d**=0.05 mm and a standard deviatigd""')=+0.09 mm.

4.4 Anexperiment in areal tunnel

A test similar to that carried out in a laboratevgs performed
in a tunnel (Figure 8). A series of benchmarks wwestalled

along the wall. The photogrammetric rods have arrd obtain
also the measurements with the Zeiss Nil. A bendhwas

equipped with the adjustable screw to simulate seerécal

movements. In addition, there is also a mechamjaale able
to measure the displacements.

Data were collected following a closed path withehchmarks
(first in one direction, then in the opposite ome)order to

check the loop vertical misclosure. The photogratnme
method provided satisfactory results, as the finiaclosure was
less than 0.2 mm.

Fig. 8. The experiment in a real tunnel with a ssge of rods
on fixed and movable benchmarks.

The installation of a heavy weight (5 kg) allowsedo strongly
reduce this effect, although bubbles should beailest on the
rods to obtain a certain check of their stability.

the simulated



5. CONCLUSION

This paper presented a new approach for tunnel tovimg

where geometric leveling is replaced by an imageba
approach. The method was specifically designed tfas

application as the benchmarks can be easily iestalong a
straight line and can be photographed by tranglatie camera.
For other categories of objects (e.g. historicalildings,

bridges, ...) this method cannot substitute the stahdevel-

based approach because of the geometry of thetiseuand

also some illumination problems. Indeed, illumipati
conditions must be very stable to achieve accuestelts, while
we found some limits when a target is partiallyrfinated.

Obviously, in a tunnel external light sources afiero needed
and this drawback can be easily overcome.

The adjustment model of a leveling network does af@nge
with
equations are exactly the same of standard optwal-based
data. It is also recommended to acquire multipletpgraphs
for a generic difference in elevations. The camposition
should be slightly varied in order to obtain indegent
measurements.

The precision in experiments carried out under rodiet
conditions was satisfactory (x0.1-0.2 mm), althoughreal
experiments in tunnels some unexpected
discovered. This still limits the use of the phaotgmetric

leveling approach in real cases and makes new siBaly |hde, J. and Steinberg, J

necessary to understand better the behavior ofnttbod and
possible sources of error.
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