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Abstract: In classical regression analysis, Error of independariableX is ususlly not taken
into account during regression analysi§vhen The independent variabfeand dependent
variabley are with errors, from adjustment model, solutiorthods are derived from the models
of the condition adjustment and indirect adjustrzaged on the total least squares principle, and
the equivalence of the two kinds of solution methad proved in theory. Finally, some
conclusions are drawn.
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1 Introduction

Total least squares (TLS) was firstly proposed mjuB and Van Lodf, during the last
decade, a lot of theoretical studies have been donELS, such as the algorithm of TLS,
conditions of solution and the relations betweenSTand Least Squal%s Some practical
problems, for example, signal processing, sta#iktialculation, regression analysis, can be
mapped into the problem of TLS. In the field of mpeyy and survey, regression analysis is one
popular method of measurement data processingharidaditional solution of the model is to get
the best estimates of regression parameters basddast square principle and by assuming
independent variablex is without errors and dependent variable is observations with
random errors. Considering a group of measurematat (X , Y, ),1 =12,---,n, if the errors of
measurement da¥aandy, are both taken into account, the solutions of Egjom parameters can
be summed up as the problem of TLS. Some reseahavesbeen presented in Reference [1-6],
two different methods are discussed respectivelgeh [3], and Ref. [4] analyzes and compares
the problems in Ref. [3], but fails to give readoleaexplanations, resulting in biased conclusions.
Ref. [5] proves the equivalence of solutions o&ltdéast squares linear regression in condition
adjustment and indirect adjustment, but lacks tefgor the equivalence of precision estimation.
Therefore, this paper, adopting the methods of gataessing in adjustment of measurement,
does an in-depth study for the solutions of TL®dinregression parameters, aiming at laying a
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foundation for TLS theories in the application céasurement data processing.

2 Linear regression model of independent variableswithout errors
For the convenience of discussion, take singdgression as an example. Suppose
measurement poitfX. , y;), then the unary linear regression model will be
y, =a+bx +A4, (i=22--,n) (D
Where a,b are regression parameterA; is the true error of measuremamt
Given independent variabke is error free, let the approximate values of unkmow
parametersa,bare a,,b,, and their corrections arela ,db .The error equation according to

indirect adjustment is,

v, =da+xdb-l (2
Where |, =—a,— xb, + Y, , represented by matrix,
V=AdB-L &)
nxl nx2 2x1  nx1
1 x —8,~bx *+y, I,
1 x da —a, —byx, + I
Where A = 21, dB:[ ] L = % o Y22 :
nx2 21 db nx1 : :
1 % —8 X, +y, ] [

SupposePW is the weight matrix for measuremeynt, based on Least Squares principle

VTPWV =min, then the estimates of regression parameter tmmsare
— (AT -1 AT
dB=(A'P,A)"APL 4

3 Linear regression model of independent variableswith errors

3.1 Condition adjustment model of independent variable with errors

Given independent variabkeis with errors and independent from, the regression model
equation is

Y tv, =a+b(x +V, ) (5)

Where V. » Vv, are corrections of observations. Apparently theatign above contains the

second order terms of parameters and measuremeattons, so substitute unknown parameters

a, bwith approximationsa,, b, in Equ. (5), linearize and leave out the secouigioterms, the

equation can be reduced to the following,
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—Vy, +b0v><a +da+xdb+a, +bx -y, =0 (6)

Matrix expression is as follows,

E V+AdB-L =0 P

nx2n2nxl nx2 2x1  nx1  nx1
. . . T
Where E = |_b0 I -1 ]T , | is unit matrix, V = [VxT V;]
nx2n nxn nxn 2nx1
_ _ T _ T
Vx = [Vxl Vx2 e Vxn]T , Vy = [Vy1 Vy2 e VYn] , dzg = [da db]

L:[_ao_bo)(1+yl _ao_boxz"'yz _ao_boxn"'yn]T

nx1

Equ. (7) is the constraint equation with residwadd parameter corrections. One equation can be
derived from each measurement point, thus we haggiations witt2n + 2 undetermined values

(2 parametersa,b, 2nv,and v, ), Least Square principle is used here.

Given independent variabkand dependent variabjeare independent and with different
precision, the random model is

P= [PXX 0 } (8
0 P,
Based on least square principl®PV =min, the extremal function is formed as

¢=V'PV -2K T (EV +AdB-L)

K is the matrix of correlates. The partial derivasivdV , dB from the extremal function are

%= , V=PTE'K €

oV

%:o, A'K =0 (10)

odB

Combining (7). (9) and (10) , the unique solution oK . V and dB can be acquired

K =—(EP'E")(AdB-L) (1D
dB =[AT(EP'E")'A]"AT(EP'ET) 'L (12
V=-P'ET(EPT'E")(AdB-L) (13

-1
=T _ _ Po O I\ —Rr2p-1 -1
For EPTE" =(bl -1I) 0 p (bl =1)" =byP, + P, , Equ. (12) (13) can be shown
yy

as
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dB =[AT(b2P;1 +P,) A AT (B2PL + P ML (14

- px—xl

vy

P—l
V= —{bo }(bng‘xl +P,)*(AdB-L) (15)
And the estimates of regression parametersarea, +da, b= b, +db.

3.2 Indirect adjustment model of independent variablewith errors

Suppose independent variaﬁleand parametersé,ﬁare unknown, then the number of
unknown parameters if+2, X , Yy, are measurements, and their numbeRnis Let the
approximate values of parameters #ig, a,andh, , their corrections aredx , da and
db respectively, the adjustment equation is given by

X =XtV
=Y, +v, =a+bx
Let X, =X, substitute the approximations of unknown pararseit@to the equation, linearize

and leave out the second order terms, the erra@tiequs reduced to

v, = dx
dx
3 (16)
v, =(b, 1 x)|da|+a,+bX -V
db
Matrix expression is shown as
V=CdZ-L, an
where
I O T T
c=| ™ 2| dz=[ax" dB"]', dX =[dx dx, - dx ] ,dB=[da db]
b, | A2
— T —
L=lo LT[ vl v
VX - [Vxl sz VXn ]T ’ Vy = [VY1 VYz o VYn]T
Based on indirect adjustment principle, the noretglation is formed as
P.tbyP, bP A [dX] | bP,L 18
AP, ATRA|dB| |ATPL
From the first equation of Equ.(18), we get
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dX = by (P, +bZP,)*P, (AdB-L) (19
Substitute the equation above into the second iequaft (18), we obtain
dB=(A"TMA)ATML 20
Where M =P -b5P, (P, +bP,)7"P,,

3.3 Equivalence of the two adjustment models of independent variables with
errors

To prove the equivalence of the two adjustment oeththe Equ.(21) is needed to be proved
after comparing Equ. (20) and Equ. (14),

= (P +P,) ™ (21)

For M =P, —bjP, (P, +byP, )P, using matrix inversion formula, one can get

(P +B3P,)™ ——P‘l iP‘l(P‘l ip-l)-l L P
bs bs by bS5
1, . _ - AN
1 (P =P, (0P + PPy (22)
Substitute Equ.(22), the equation can be deduged to
M =P, ~biP,, (P, +B5P,) P,y = (5P +P.) ™ (23)

Thus Equ. (21) is proved, and the solutions expeedy Equ. (14) is equivalent to that by Equ.
(20).
Similarly, substitute Equ. (19) into Equ. (17), ge&t

V= I 0 -by(P, +bjP,) P, (AdB-L)| | O
bl A dB L

- 2 -1 —_
_ b, (P, +b?PW) PW(AdB L) (24)
~bj (P, +b3P, )P, (AdB-L)+AdB-L
and Equ. (24) can be reorganized as
_ 2 -1
v { Do Pt BoBy) Py }(AdB—L) (25)
~ (B (P +B5P,) P, =)

Theorem. if matri¥A andB are regular, then(A +B) ™' = A™(A™ +B™)B™. According
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to the theorem above, the first equation of Eqh) (&n be reduced to
—by (P, +b5Py,) P, = —bP (bgPy +P) ™ (26)

The second equation of Equ. (25) can be reducégetéollowing based on inversion formula of
matrice

= (b7 (P +B7P,) P, —1) = P /(5P +Py) (27)
Substitute Equ. (26), (27) into Equ. (25) to get dguation below

V=- P (BEP+P )™ (ADB-L) 28
- _ F)—l tlD XX vy ( )
yy
After comparision between Equ. (28) and (14), thectusion that the corrections from the two
methods are equal is proved.

In particular, if independent variable and dependeaniable are independent from each other

and with equal precision, thdvi :Pyy/(boz +1) , and the Equ.(20) can be reduced to

dB =(ATP,A)"A"P, L, which means the values of regression parametdcsiated from

Equ. (20), (14), (4) are equal. In such a case,littear regression solutions of independent
variable without errors and with errors are the sabut from Equ. (28), (3), we know that the
corrections of two cases are different, which meéhas precisions are different.

3.4 Linear regression solution precision estimate of independent variable with
errors
The standard deviation is estimated as the equiétmw

o= = S (29
n-t n-t

VTPV \/VXTPXXVX+VTP Y,

Where n is the number of observation pointkis the number of regression parameters, and as
with unary linear regressiont, = 2.
According to variance propagation law, the variareseilted from Equ. (20) is shown as

D =(ATMA)*A'MD MAT(ATMA)™ (30
WhereD, is the variance ofL . Due to |, = —a, — X, + Y, , its vector form is
( xl xl
== nxl | _ — nx1
nL><1 bo n!<n n!<n Y aoe E Y aoe (31>
nx1 nx1
Where e = [1 1 - 1]T . From Equ. (31), the variance matrix &f is
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D, =6°EP'E' =°M " (32)
Substitute Equ. (32) into Equ. (30), then get

Dy =0°(ATMA)™ (33

4 Conclusion

Solutions of total least square linear regressiendarived from the models of the condition
adjustment and indirect adjustmen when the indegreneariablex and dependent variabjeare
with errors. Adopting the models of the conditiodjustment and indirect adjustment in
adjustment of measurement, the equivalence ofisnhibf the parameters and the equivalence of
precision estimation are proved based on TotaltL8gsare in thory. Finally precision estimate
equations of solution are given for total leastasguinear regression. algorithms of the single
linear regression based on total least squarealsoeapplied to multiple linear regression.
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