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Abstract：：：：In classical regression analysis, Error of independent variablex  is ususlly not taken 

into account during regression analysis。When The independent variableX and dependent 
variabley are with errors, from adjustment model, solution methods are derived from the models 

of the condition adjustment and indirect adjustment based on the total least squares principle, and 

the equivalence of the two kinds of solution methods is proved in theory. Finally, some 

conclusions are drawn. 
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1 Introduction 
Total least squares (TLS) was firstly proposed by Golub and Van Loan[1], during the last 

decade, a lot of theoretical studies have been done in TLS, such as the algorithm of TLS, 

conditions of solution and the relations between TLS and Least Squares[2]. Some practical 

problems, for example, signal processing, statistical calculation, regression analysis, can be 

mapped into the problem of TLS. In the field of mapping and survey, regression analysis is one 

popular method of measurement data processing, and the traditional solution of the model is to get 

the best estimates of regression parameters based on least square principle and by assuming 

independent variable x  is without errors and dependent variable y  is observations with 

random errors. Considering a group of measurement data ( ii yx  , ), ni ,,2,1 L= , if the errors of 

measurement dataix and iy are both taken into account, the solutions of regression parameters can 

be summed up as the problem of TLS. Some researches have been presented in Reference [1-6], 

two different methods are discussed respectively in Ref. [3], and Ref. [4] analyzes and compares 

the problems in Ref. [3], but fails to give reasonable explanations, resulting in biased conclusions. 

Ref. [5] proves the equivalence of solutions of total least squares linear regression in condition 

adjustment and indirect adjustment, but lacks the proof for the equivalence of precision estimation. 

Therefore, this paper, adopting the methods of data processing in adjustment of measurement, 

does an in-depth study for the solutions of TLS linear regression parameters, aiming at laying a 
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foundation for TLS theories in the application of measurement data processing. 

 

2 Linear regression model of independent variables without errors 
For the convenience of discussion, take single regression as an example. Suppose 

measurement point ) , ( ii yx , then the unary linear regression model will be  

iii bxay ∆++=       （ ni ,,2,1 L= ）                     （1） 

Where a ,b are regression parameters, i∆ is the true error of measurementiy . 

Given independent variable ix is error free, let the approximate values of unknown 

parameters a ,b are 0a , 0b , and their corrections are  da ,  db .The error equation according to 

indirect adjustment is, 

    iiy ldbxdav
i

−+=                                  （2） 

Where iii ybxal +−−= 00 , represented by matrix,  
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Suppose yyP is the weight matrix for measurementy , based on Least Squares principle 

min=VPV yy
T , then the estimates of regression parameter corrections are 

                        LPAPAB yy
T

yy
T Ad 1)( −=                              （4） 

 
3 Linear regression model of independent variables with errors  

3.1  Condition adjustment model of independent variable with errors 

Given independent variable x is with errors and independent from y , the regression model 

equation is 

)(ˆˆ
ii xiyi vxbavy ++=+                              （5） 

Where 
ixv ，

iyv  are corrections of observations. Apparently the equation above contains the 

second order terms of parameters and measurement corrections, so substitute unknown parameters 

a ，b with approximations 0a ， 0b  in Equ. (5), linearize and leave out the second order terms, the 

equation can be reduced to the following,  
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0000 =−+++++− iiixy yxbadbxdavbv
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                  （6） 

Matrix expression is as follows, 
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Equ. (7) is the constraint equation with residuals and parameter corrections. One equation can be 

derived from each measurement point, thus we haven equations with 22 +n undetermined values 

(2 parameters a ,b , n2 xv and yv ), Least Square principle is used here. 

Given independent variablex and dependent variabley are independent and with different 

precision, the random model is 









=

yy

xx

P

P
P

0

0
                                 （8） 

Based on least square principle min=PVVT , the extremal function is formed as  

)(2 LBAEVKPVV −+−= dTTϕ   

K is the matrix of correlates. The partial derivatives ofV , Bd from the extremal function are 
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Combining（7）、（9）and（10）, the unique solution of K 、V and Bd can be acquired 

                    )()( 11 LBAEEPK −−= −− dT                             （11） 
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And the estimates of regression parameters are daaa += 0ˆ , dbbb += 0
ˆ . 

 

3.2 Indirect adjustment model of independent variable with errors 

Suppose independent variableix̂ and parameters â , b̂ are unknown, then the number of 

unknown parameters is 2+n , ix , iy are measurements, and their number isn2 . Let the 

approximate values of parameters are0ix , 0a and 0b , their corrections are  idx ,  da and 

 db respectively, the adjustment equation is given by 

ixii vxx +=ˆ  

iyii xbavyy
i

ˆˆˆˆ +=+=  

Let ii xx =0 , substitute the approximations of unknown parameters into the equation, linearize 

and leave out the second order terms, the error equation is reduced to  
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Matrix expression is shown as 

                            1LZCV −= d                                  （17） 
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Based on indirect adjustment principle, the normal equation is formed as  
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From the first equation of Equ.(18), we get 
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                  )()( 12
00 LBAPPPX −+−= − dbbd yyyyxx                       （19） 

Substitute the equation above into the second equation of (18), we obtain 

                         MLAMAAB TTd 1)( −=                             （20） 

Where yyyyxxyyyy bb PPPPPM 12
0

2
0 )( −+−=      

3.3 Equivalence of the two adjustment models of independent variables with 

errors 

To prove the equivalence of the two adjustment methods, the Equ.(21) is needed to be proved 

after comparing Equ. (20) and Equ. (14), 

1112
0 )( −−− += yyxxb PPM                              (21) 

For yyyyxxyyyy bb PPPPPM 12
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0 )( −+−= , using matrix inversion formula, one can get 
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Substitute Equ.(22), the equation can be deduced to,  
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Thus Equ. (21) is proved, and the solutions expressed by Equ. (14) is equivalent to that by Equ. 

(20). 

Similarly, substitute Equ. (19) into Equ. (17), we get 
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and Equ. (24) can be reorganized as 
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Theorem. if matrixA andB are regular, then 11111 )()( −−−−− +=+ BBAABA . According 
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to the theorem above, the first equation of Equ. (25) can be reduced to  
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00 )()( −−−−− +−=+− yyxxxxyyyyxx bbbb PPPPPP                  (26) 

The second equation of Equ. (25) can be reduced to the following based on inversion formula of 

matrice 
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Substitute Equ. (26), (27) into Equ. (25) to get the equation below 
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After comparision between Equ. (28) and (14), the conclusion that the corrections from the two 

methods are equal is proved.  

In particular, if independent variable and dependent variable are independent from each other 

and with equal precision, then )1/( 2
0 += byyPM , and the Equ.(20) can be reduced to 

LPAAPAB yy
T

yy
Td 1)( −= , which means the values of regression parameters calculated from 

Equ. (20), (14), (4) are equal. In such a case, the linear regression solutions of independent 

variable without errors and with errors are the same, but from Equ. (28), (3), we know that the 

corrections of two cases are different, which means their precisions are different.  

3.4 Linear regression solution precision estimate of independent variable with 
errors 

The standard deviation is estimated as the equation below  
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Where n  is the number of observation points, t is the number of regression parameters, and as 

with unary linear regression, 2=t . 

According to variance propagation law, the variance resulted from Equ. (20) is shown as   

11 )()( −−= MAAMAMDAMAAD LB
TTTT

d                （30） 

Where LD is the variance of L . Due to iii ybxal +−−= 00 , its vector form is  
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Where [ ]T111 L=e . From Equ. (31), the variance matrix of L  is 
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                       1212 ˆˆ −− == MEEPDL σσ T                            （32） 

Substitute Equ. (32) into Equ. (30), then get 
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T
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4 Conclusion 
Solutions of total least square linear regression are derived from the models of the condition 

adjustment and indirect adjustmen when the independent variablex and dependent variabley are 

with errors. Adopting the models of the condition adjustment and indirect adjustment in 

adjustment of measurement, the equivalence of solutions of the parameters and the equivalence of 

precision estimation are proved based on Total Least Square in thory. Finally precision estimate 

equations of solution are given for total least square linear regression. algorithms of the single 

linear regression based on total least squares are also applied to multiple linear regression.   
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